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through Job Scheduler -PBS
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Gaussian 09 (g09) job submission through Job scheduler

Gaussian g09 is a software package for molecular dynamics. Gaussian g09 is installed for serial (single-
processor) use, for parallel (multi-processor, shared memory) use within a single compute node, and for
distributed (multi-processor, distributed memory) use.

.In order to use Gaussian g09 on HPC Cluster at SBU user needs to login using Putty or SSH client first

Login using Putty Client:

Login using PUTTY as shown below by typing the hostname as 192.168.220.100 with port 22

% PuTTY Configuration

Categony:
- Sessian Basic options for your PuT T session
Loggirg Specify your connection by hozst name or [P address
=I- Teminal Hozt Mame [or IP address] Port
K.evboard 2
Bell Protoesl
Features el .
— indow ) Raw () Telmet ) Blogin {*) 55H
Appearance Load, zave or delete a stored zession
Behawn.ur Saved Sezzions
Tranzlation
Selection
Calaurs Drefault Settingz
=+ Connection
Save
iy
Telnet
Rlogin
-I- 55H
ALith
T | . .
Bunne ® Cloze window on exit:
Lz O always (O Never () Only on clean exit
[oen J Ceaen ]

Then login using your username and password provided by the Administrator. After login user will see
the screen as shown below
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P test_user@cluster:.~

1) Running a Serial Gaussian Job

To run Gaussian Job user needs to follow the below steps

a) Creating an input file:

User can use vi or vim editor to create input files or can create input files on their local PC and

transfer them on to the HPC cluster using winscp (Click Here for the procedure to transfer files from
local machine to the HPC). e

To run a Gaussian job you must specify in the input file (1) the name of the checkpoint file

(.chk); (2) the Route section lines (# commands); (3) the title line; (4) the charge and spin multiplicity
line; (5) the molecule specifications in a symbolic Z-matrix, a standard Z-matrix, or Cartesian
coordinates; and (6) any additional input needed for your job.
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Sample input file using VI editor:

—-— INSERT —-

%chk=water03.chk
#b31yp/6-311+G(3dT,2p) opt freq

Gaussian test file

=

>T0O0
PP
==

r=0.98
a=109.
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b) Creating Job scheduler (PBS) script:

To run a Gaussian g09 batch job on the cluster, user needs to create a PBS script for it. The
sample script below includes a request for one processor in a single compute node.

test_user@cluster:~/gaussian - B

test_user@cluster.~/gaussian

=
=
=
=
=
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Save the file and exit (esc+shift :, then wq to save the file)

c) Submitting the Job:

Usert 25h STBARE J5tatSRTEIANIHE GOSS K DR ARS- 2 RN A B Wb O3 I EATmaNsts gl to PBS can

beIovt\’/e found here.

User can check if their job is running or not by typing gqstat command, if he doesn’t find his job in the
list it means his job has completed, now he can check his result file with the name water03.out in his
home folder, user can open this file in vi editor or can copy this file from his home folder to his local

machine using winscp.

EE test_user@cluster:~/gaussian =
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User can use gstat command to check his job as shown below, basic commands related to PBS

User can check if their job is running or not by typing gstat command, if he doesn’t find his job in the list
it means his job has completed, now he can check his result file with the name *.out in his home folder,
user can open this file in vi editor or can copy this file from his home folder to his local machine using

.winscp
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How to transfer file between Linux and windows

Download and install WinSCP from the

location: http://sourceforge.net/projects/winscp/Zfiles/WinSCP/4.2.8/winscp428s
etup.exe/download

To Start WIinSCP:

Go to Programs-=>WinSCP->WinSCP ,You will get the following windows

WinSCP Login @

| Session Sassion
- Stored zeszions Huoszt name: Fart number:
- Logging Ty 22 i |
E rviratment ! S i
- Directories User name: Pazaward:
-~ 5FTP f T
- SCP/Shell
E':'r';e':t":'n Frivate key file:
- Prawy a s —
= Tunnel [3
55H
- K.en exchange Pratacal
- ;utherﬁticatiﬂﬂ Eile pratocal: |SFTP v | [¥] Allow SCP falback
- Bugs o =

Preferences

. Select color

Advanced ophions

[ Abiout,.. ‘ [Languages [ Save.. I [ Cloze I

Give hostname:IP address of HPC cluster
username: hpc-user-name
Password: hpc-user-name
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After successful login the following window will appear

B MATLAB - test_user/test_user@192.168.220.100 - WinSCP
Local Mark Files Commands Session Options Remote Help
[l % I_j Synchronize | [l @ [ fé} gﬂﬂueue ~ - Transfer Settings Default - ﬂ -
& root@192.168.220.100 | B test_user/test user@192.168.220.100 | ' Mew Session
| My decuments - E E = ~ m E DD | test_user - E @ = - m E @Find Files DD
B9 [m & [
ChUserstArmintDocumentstMATLAB /share/users/test_user
Mame Bt Size Type Chan( | Name Ext : Size  Chang ™
Parent directory 02711 | & . 0111/
| test File folder 09/10) | v .matlab 01,10/

.ssh 03/08/

J t_coffee 03/08/

! bio 03/08/

) dipely 03/08/

| ESpresso 03/08/

| fileManagerRoot 03/08/

| gamess 03/08/

1 _‘fn’r !

/ gaussian E_‘lj‘ v
£ (L >
0Bof0Bin0of 1 0B of 17,092 B in 0 of 32

&  sFTP3 0:05:44

Left side Windows section and right is Linux. You can transfer files between by drag & drop.












